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Summary

The usage of Indium amalgam and special mixture of noble gases makes possible to increase the
power of the low-pressure mercury discharge up to 200 watts with high efficiency. The dependence of the
efficiency of the lamp with such discharge is weak in the wide range of the lamp wall temperatures.
It's shown the possibility to ignite 180-watt amalgam lamp in starter scheme with glow discharge starter.
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Introduction

There are many cases, the influence of one or more factors on a certain process is obviously
perceptible but this influence can’t be found out on a deductive basis. The statistical tool provides various
types of experimental data processing, which not only notice such influences but also even evaluate them.

Such an approach is very successful in many areas, for example the military, economy, sociology,
health, ecology, etc.

The statistical tool used in this article is the correlation coefficient applied to empirical data
considered as random sample variables. The elaborated method allows pointing out the cumulative influence
of more factors and their weight using some correlation matrix properties.

Correlation coefficient
For every random variable X we note (as in [1], [3]) M(X) and o(X) their mean value and standard

deviation of Xand Y respectively.

MI(X - MX)(Y -M(T))]
o(X).o)

coefficient of X and Y . It has the property: -1 < p(X.Y) <1 and p(X,Y) = £ 1 if and only if the relation

vy - M(yy==9)
o)

For the variables X ,Y the number p(X,Y) = is the correlation

(X -M(X )) is a sure event. Generally we think every relation between random

variables as a sure event.
In other words, if p(X, Y) reaches values */ it may be concluded the linear dependence of

oY)
a(

“factors” X and Y and moreover it is provided the factor + of this dependence.
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Generally the experimental data are not in the case p(X, Y) = # I but rather p(X, Y) have values more
or less close to # /. For summary conclusions on the linear dependence of factors one considers the

following three cases: a) |p(X ,Y )| > 0,66. In this case X and Y are considered strong correlated;

b) O, 33 < |p(X, Y)| < 0,66. The X and Y are said correlated; c) |p(X, Y)| <0,33. In this case X and Y are

considered weakly correlated or rather uncorrelated.

Correlation matrix
Let X, X,,..., X, be random variables, p; = p(X, X;) and A= (p,) their correlation matrix. It is a

symmetric matrix consisting of number in /-1, 1].

Using the correlation coefficient properties, [2] is shown that if all numbers in 4 are close to / the
deviation of the variables are proportional. As a result, fixing one of them, namely Xj, all the other variables
have the deviations proportional to deviations of Xj:

X, - M(X,) = %(Xk - M(X,). 3

Statistically every variable may be taken as Xj, i. e. may be considered as representing the causal
factor for the others. It is to discern which is the true causal factor.
In this case the correlation matrix rank is one and it is concluded that a single factor, the X, is the

causal, all the other being determined by X, with the weights LX’) .
o(X,)
The investigation is extended, further, to the case the matrix 4 have the rank equal to r < n.
As a result, » among the n factor will be find as statistically independent and causal for the other.
The deviation of all the other variables may be written as linear combinations of causal factor’s deviations.
As well as in the case r = [, from statistical point of view, there are many sets of » causal factors, the
especially knowledge is necessary to find the true.

Linear dependence of random variables
For every other random variable Y we note p, = p(¥, X;) and o; = o(X,). Obviously,

M[(Xl - M(Xz ))(X1 - M(X/ ))] = UinPg,- . (4)

The following proposition shows the conditions that Y to be written as a linear combination of
X, X,,...X,.

i=1

a0, iy 4 N -
B = O'(Y fulfil the conditions: p, = Zﬂjp[j and Zﬂ,ﬂjp[j =1.Foralli=12 .. n
= i,j=1

Conversely, if there are the numbers f; f,,..., p, satisfying the relations: p, = Z p Py foralliand
j=1 ‘

c()p,
O. )

1

S BB, =1 then: Y- M(¥) = ar,(X, — M(X,)) where a, =
i=1

i,j=1

Proof. Let ¥ —M(Y) =) a,(X, — M(X,)) be asure event. Then:

i=1

52



1

Pi :p(YaXi):mM[(Y_M(Y))(Xi_M(Xi))]:
1 n
mM[(;aj(Xj—M(Xj)))(Xi—M(X,»))]—
1 (Zjaj
T S MUK MO, =M= Sia0,0,0, =3,

Taking f3; = %% wen Z B,
akin =7 we have: .
g O'(Y) pP; = 1P
On the other hand,
1=p(Y,Y)=

7 @) (¥ - MY - M(1))]=

. MKfZ% (X, — M Xi))j[iaj(xj —M(Xj,-))ﬂ _

a’(Y) =1

p—r );aaM[X ~MX))x, - M(X))|= Z Q(Y)

Conversely, let £, f,,..., B, be some real numbers so that:

Z:B,IB,PU =land p, =) f,p, forall i=12,.,n
=l =1

0,0 ,p; :Z:lﬂiﬁjpij
i,j=
oM 1y

O-l

az(é al.Xl.j = MKZ1 (X, - M(Xl.))ﬂ = M( S aa, (X, - M(X))X, - M(Xj))j =

i,j=1

and denote ¢; =

4iaiajM|:(Xi _M(Xi))(Xj _M(XJ))] = 'iaiajo-io-jpii =

y n
ZG(Y),B o( )ﬂ JG_,—P;,- =O'2(Y)Zﬁiﬁjpif =<72(Y),

i,j=1 O-[ O i,j=1

J
so that G(ZaiX[j =o(Y).
i=l1

Furthermore

p(Y, iaiXi) - L M{(Y - M(Y))[Zn: a (X, — M(X, ))ﬂ -
=l G(Y)G(Z a,X,) =

gy oM =N M ))= 3T R ep oy o, )=

Zﬂp S B3 B0, =S BA 0, =1

i=1 Jj=1
The correlation coefficient property for two random variables leads us to:

Y -M(Y) _C:(—Y)jiai()(i _M(Xi)): iai(Xi _M(Xi))‘ Q.E.D.

G[Z aX, |
i=1
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The rank of the correlation matrix

Let A = (p;) be the correlation matrix of random variables X, X;, ..., X,, i. e. p(X;, X)) = p; and
r = rankA. Renumbering eventually the variables we can suppose the first » lines in A4 are independent.

Theorem. For every k > r the variable X; — M (X;) can be written as a linear combination of Xi — M
(X);i=12,.., n.

Proof. There are real numbers f,, 5, f, so that p,, = Z p P for every i = 1, 2,..., n. The linear
j=1

independence of the first 7 lines in 4 allows us to say that the f; are determined. Also the sum can be
extended to n taking S, =0, B+ =0,..., B, = 0.

Obviously, p(X,Xy)=I. On the other hand, p(X,,X,)=> B,p;=> B,py;=
J=1

Zlﬁj;ﬁhphj = Zlgjﬁhphj = Zﬂjﬂhphj so that Zﬁjﬂhphj =1.
= -

i,j=l1 i,j=l1 i,j=1

The preceding proposition can be applied by taking ¥ = X} and we get:

X, ~M(X,) =Y a,(X, ~M(X,)), where a, = 2P _ XD o,
i=1 (o (ogF o.

1 1 1

Because f; = 0 for i > r we obtain X, — M (X, ) = Zal.(Xi —M(Xl.)). Q.E.D.

i=l1

Example

Consider five factors each represented by a set of 50 numerical data in Table 1. The number sets 4,
B, C are taken at random using the function RAND in Excel. The number sets D and E are taken so that:

D; =24, +3B;— 4C;,E; =44, — 3B, + 2C. (15)

The coefficients in (15) expressing linear dependence between the data sets (considered as repre-
senting factors which suitable causal dependencies) will be find using the method elaborated before.
This proves the consistency of the

Owing to the linearity in (15), the same relations are valid for the suitable deviations (3).

The standard deviations oy, o3, o, op, o are provided by the function STDEV from Excel and the
correlation matrix by the function CORREL. These values are in the Tables 1 and 2.

Table 1. Experimental data

NR.[ 1 2 3 4 5 6 7 8 9 |10 |11 |12 |13 |14 |15 |16 |17 |18 | 19 | 20 | 21 | 22 | 23 | 24 | 25
A |17 |10 |97 | 96 |51 |13 |54 |74 |62 |99 (83 |14 |82 | 0 (63 |41 | O |69 |20 (30 |60 |12 |69 31|75
B [8 |63 |71 |78 |71 |47 |17 |42 |63 |53 |47 |18 | 3 |77 |48 | 7 |88 |91 | 7 |18 | 13 | 49 | 53 | 30 | 13
C | 25|62 |92 |77 |76 |71|49 |27 |31|12|69 |17 | 5 |15|39 |88 |13 |63 |81 |32]|84]| 8 1]192]21
D |182|-40| 38 |117| 11 |-116|-38 | 166 | 189 | 311 | 31 | 13 | 154|173 | 114 |-249| 210 | 161 |-266| -15 |-180| 136 | 294 |-216| 108
E [-129] -24 | 359 | 305 | 142 | 51 | 265|223 |120 | 259|329 | 35 | 328 |-201|187 | 316 |-236| 131 | 222 | 130 | 369 | -80 | 117 | 218 | 304

NR.| 26 | 27 [ 28 | 29 | 30 | 31 [ 32 | 33 | 34 | 35 |36 | 37 | 38 [ 39 | 40 | 41 | 42 | 43 | 44 | 45 | 46 | 47 | 48 | 49 | 50
A |72 |100| 51 |38 |20 | 71| 6 |52 |38 |40 | 7 |23 (75|88 |73 |78 83|78 |57 |9 [39]|74 |23 (32|11
B |34 |78 |45 |74 |63 |34 |66 |3 |19 7 |91|14| 0 (12| 1 |68 |70 |82 |68 |38 |49 |61 |24 |63 |21
C |48 | 24| 3 |52 | 7 |27 |39 |61 |45 |73 | 3 (83|84 |63 |8 |33 (3210 |91 | 9 |99 (14|42 |81 9
D | 56 |337|225| 91 (203|136 | 53 | -35 | -47 |-192| 274 |-245|-184| -41 | 117 | 231 | 246 | 363 | -49 | 93 |-174|272| -50 | -71 | 49
E | 283|212 | 77 | 32 | -98 | 239 | -98 | 224 | 186 | 284 |-239| 216 | 467 | 444 | 307 | 173 | 185 | 86 | 205 | -57 (209 | 142 | 104 {101 | -1

Table 2. Standard deviations

A B C D E
30,0444, 27,3844 30,7896 166,0148| 167,6445
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Table 3. Correlation matrix

A B C D E
A 1 -0,01994 | 0,07261 | 0,298214 | 0,753305
B| -0,01994 1 -0,16331 | 0,608788 | -0,564328
C| 0,07261 | -0,16331 1 -0,79639 | 0,4994005
D|0,298214 | 0,608788 | -0,79639 1 -0,377084
E|0,753305 | -0,56433 | 0,4994 | -0,37708 1

One can verify that the rank of the correlation matrix is three and the first three lines are
independent. The forth and fifth lines, a,+ and as-, can be written as linear combinations of a;+a,+ a3«

Ay = Py + Py + Pyl Qs = Py +f 0y + Srtlye. (16)
After solving the systems (16) one obtained:
B, =0,3619; B, =0,4948; B, = —0,7418and: S, = 0,7168; S, = —0,4900; 3, = 0,3673
Proceeding from the theorem,
D. =a A4 +a,B, +a,C, ; E, =, A +a,B;, + a,C,
where: o,=0opf/oy = 2; 0,=0pf/Op = 3; 03 = opfs/oc = —4 and:

a =o.p/o,=4,a,=0.p,/ 0y, =-3; a,=0,.p,/0,=2which are exactly the coefficients (15).

The solutions of systems (16) have lead to linear dependence of D and E of 4, B and C, so that the
last can be taken as causal factors.

If the (16) haven’t any solution, (for example if the rank of correlation matrix is five) possibly for
other number sets, one deducts the independence of suitable factors. This information may be also
important.

In the above exempla are considered five factors, each represented by 50 numerical data. Practically
there is no limit for the number of factors and the numerical data volume. The example is however notices
the consistency of the method.

Conclusions

This method, based on the rank of correlation matrix is an efficient proceeding to find causal links.

The method is easy to apply, using functions in the program Excel.

The example contains in itself the abstraction, i. e. it is no restriction about the nature of the
factors A,B.

The results obtained using the method, and the knowledge of researcher in the studied area may be
important information in order to elaborate suitable strategies.
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Summary

In this paper we present a statistical method for the identification of causal factors in a complex
process. The method is based on the use of the correlation coefficient and of the correlation matrix rank, in
the goal to determine linear relations between huge volume data sets. The above mentioned relations can
drive to the verification of some hypothesis or to determine new connections or links between different
phenomenon. The paper also presents an example for the method. The interested domains, from this method
point of view, are diverse and important: military, social, medical, economic, etc.
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